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1. Bayesian Methods

Bayesian method is a different approach to estimating parameters of a model.

From the Bayes’ Theorem: let A and B be two events, and P (B) 6= 0.

P (A|B) =
P (A ∩B)

P (B)
(1)

=
P (B|A)P (A)

P (B)
(2)

Let X1, . . . , Xn be the data-generating process with the pdf f(x1, . . . , xn|θ), where
θ is an unknown parameter. Let π(θ) denote the researcher’s prior belief about θ.
Now π(θ) is a pdf.

Then, given the realization (x1, . . . , xn) from the joint likelihood f(x1, . . . , xn|θ), we
update our prior according to the Bayes’ rule:

π(θ|x1, . . . , xn) =
f(x1, . . . , xn|θ)π(θ)

f(x1, . . . , xn)
(3)

Where f(x) is the marginal distribution of x, i.e. f(x) =
∫
f(x|θ)π(θ)dθ.

π(θ|x1, . . . , xn) is called the Posterior distribution of θ. Our Bayes estimator is
π(θ|x1, . . . , xn), which is an entire probability distribution, not a single point esti-
mate. To report a single point estimate from this distribution, we usually report
the mean of this posterior distribution, called the posterior mean, Eπ(θ|x1,...,xn)[θ] =∫
θπ(θ|x1, . . . , xn)dθ.

To quantify the uncertainty around the posterior mean, we can report the posterior
variance, which is: Varπ(θ|x1,...,xn)(θ). Alternatively, we can also report the mode,
the median, or other summary statistics of the posterior distribution.
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The marginal distribution f(x) does not depend on θ, it is just a constant. As such,
we can express the posterior distribution as:

π(θ|x) ∝ f(x|θ)π(θ)(4)

The constant of proportionality can be found by computing the constant C such
that Cf(x|θ)π(θ) integrates to one (with respect to θ), ensuring that π(θ|x) is a
valid probability distribution.

1.1. Frequentist vs Bayesian estimators

All the estimators we encountered prior to this lecture have been Frequentist esti-
mators. A Frequentist estimator of θ is a function of only the data (x1, . . . , xn). For
instance, the sample mean and the sample variance are Frequentist estimators. The
Maximum Likelihood estimator (MLE), θ̂(x1, . . . , xn) = argmaxθ f(x1, . . . , xn|θ), is
also a Frequentist estimator.

Frequentist estimators Bayesian estimators
θ is a constant (there is a ground truth). θ is not a constant, there is no ground truth.

Fundamentally, θ is a random variable.

Requires the sampling model f(x1, . . . , xn|θ) Requires f(x1, . . . , xn|θ) and a prior distribu-
tion π(θ).

Given the dataset (x1, . . . , xn) drawn from
f(x1, . . . , xn|θ), estimate θ as a function of
(x1, . . . , xn). Typically involved optimiza-
tion.

Given the dataset (x1, . . . , xn), compute
π(θ|x1, . . . , xn) ∝ f(x1, . . . , xn|θ)π(θ).

Uncertainty about the estimate is given by
the sampling distribution.

Uncertainty about the estimate is given by
the posterior distribution.

Variation in the sampling distribution is
entirely due to the sampling variation in
f(x1, . . . , xn|θ).

Variation in the posterior distribution is a
combination of sampling distribution and the
prior distribution.

1.2. Prior distribution

What is the prior distribution π(θ) and how do we specify it?

(i) A prior distribution can be entirely subjective. A researcher’s subjective
belief about θ.
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(ii) A prior distribution can be derived from other models and previous studies.
As such, the posterior distribution reflects an updating of the prior π(θ) to
the posterior f(θ|x) when confronted with a new source of data x. In prac-
tice, Bayesian methods perform well because it is a form of model-averaging
or data-combination.

(iii) A prior distribution itself can be dependent on the current data, or estimated
from the current data x. This is the Empirical Bayes approach.

(iv) A prior distribution reflects model uncertainty. For instance, you are not
sure that f(x|θ, σ) ∼ N (θ, σ) is the right model, so you let θ ∼ N (µ, τ) to
be the prior distribution, essentially considering many Normal distributions
with random locations.1

2. Example

2.1. Normal distributions

Let X1, . . . , Xn are iid ∼ N (θ, σ2), and suppose that the prior distribution is π(θ) =
N (µ, τ 2). Just for this example, assume that τ, µ, σ are known.

The likelihood:

f(x1, . . . , xn|θ) =
n∏
i=1

1√
2πσ2

e−(xi−θ)
2/2σ2

The prior:

π(θ) =
1√

2πτ 2
e−(θ−µ)

2/2τ2

The posterior:

f(θ|x1, . . . , xn) =
f(x1, . . . , xn|θ)π(θ)∫
f(x1, . . . , xn|θ)π(θ)dθ

Observe that
∑n

i=1(xi − θ)2 =
∑n

i (xi − x̄)2 + n(x̄ − θ)2, where x̄ = 1
n

∑n
i xi is the

sample mean.

1We can set µ to be the sample mean, in the spirit of Empirical Bayes. A reasonable prior would
then be θ ∼ N ( 1

n

∑n
i=1 xi, 1). Our Bayes estimate of σ would be robust to model misspecification.
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f(θ|x1, . . . , xn) ∝ exp
(
− n

2σ2
(θ − x̄)2

)
exp

(
−(θ − µ)2

2τ 2

)
∝ exp

(
−(θ − µ̃)2

2τ̃ 2

)
Where:

µ̃ = τ̃ 2
(
n

σ2
x̄+

1

τ 2
µ

)

τ̃ 2 =

(
n

σ2
+

1

τ 2

)−1
Therefore, the posterior distribution of θ given x1, . . . , xn is:

θ|x1, . . . , xn ∼ N
(
µ̃, τ̃ 2

)
(5)

Since the variance of the sample mean is σ2/n, and the variance of the prior distri-
bution is τ 2, then the variance of the posterior distribution is just a harmonic mean
between the two variances, σ2/n and τ 2.

The posterior mean is a weighted sum of the prior mean µ and the sample mean x̄
with weights that reflect the precision of the sample mean (given by the reciprocal
of σ2/n) and the precision of the prior (given by the reciprocal of τ 2).

As the sample size n increases, the posterior mean becomes more similar to the
sample mean, which is the Frequentist estimator. This means that information
from the sample dominates the prior, and the variance of the posterior reflects
mostly sampling uncertainty.

As a numerical example, suppose the prior is π(θ) = N (5, 3). Suppose x̄ = 10,
σ2 = 100, and n = 50. The sampling distribution of the sample mean is N (10, 2).
The posterior distribution is N (8, 1.2) according to (5). We can see from below
Figure 1, that the posterior distribution lies in between the prior distribution and
the sampling distribution.
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Figure 1. The posterior distribution lies in between the prior distri-
bution and the sampling distribution. (Cameron and Trivedi’s “Mi-
croeconometrics: Methods and Applications”)

3. Uninformative prior

Given the likelihood function f(x|θ), suppose the parameter space of θ is bounded.
Let the prior be a Uniform density over the range of θ, i.e. π(θ) = 1

C
, for some

number C.

The posterior distribution is:

π(θ|x) ∝ f(x|θ)π(θ)

π(θ|x) ∝ f(x|θ)

Recall that MLE is argmaxθ f(x|θ). Therefore, MLE coincides with the mode of the
posterior distribution when the prior is uninformative.

When the space of θ is unbounded, a Uniform prior distribution is not proper or
well-defined. In practice, we often impose a diffuse prior or a flat prior N (0, 100),
which is a very flat distribution. It is approximately π(θ) ≈ 1/(2π × 100), which is
a constant.
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4. Conjugate prior

The prior distribution π(θ) is a Conjugate Prior for the likelihood function f(x|θ)
if the resulting posterior distribution f(θ|x) belongs to the same probability distri-
bution family as the prior.

In the example before, the conjugate prior for a Normal distribution is a Normal
distribution, since the posterior distribution is also a Normal distribution.

In the next example, the conjugate prior for Binomial(n, p) with p as the unknown
is the Beta distribution.

4.1. Example: Binomial Bayes Estimator

Suppose X ∼ Binomial(n, p), where p is unknown, that is, f(x|p) =
(
n
x

)
px(1−p)n−x.

Let the prior distribution be π(p) ∼ Beta(α, β). Then it turns out, the posterior
distribution given the realization X = x is p|x ∼ Beta(α + x, β + n− x).

The mean of the prior distribution Beta(α, β), is α
α+β

. The posterior mean is x+α
n+α+β

,

which can be decomposed into a weighted average between the sample information
and the prior information:

x+ α

n+ α + β
=

n

α + β + n

(x
n

)
+

α + β

α + β + n

(
α

α + β

)
Here, x/n is the frequentist estimator for p.

4.2. Empirical Bayes Estimator

In a pure Bayesian approach, the Mean Square Error is undefined because there is no
true underlying value of the parameter. In an Empirical Bayes Estimator approach
however, the prior distribution can be derived or estimated from the existing data,
by assuming there is a true value for the underlying parameter.

Let p̂B = X+α
n+α+β

be the Bayes estimator of the Binomial parameter p. Suppose the

Mean Square Error of this Bayes estimator is:

E[(p̂B − p)2] = Var(p̂B) + (E[p̂B]− p)2

= Var

(
X + α

n+ α + β

)
+

(
E
[

X + α

n+ α + β

]
− p
)2

=
np(1− p)

(n+ α + β)2
+

(
np+ α

n+ α + β
− p
)2
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We could try to tune α and β to minimize the MSE. At the choice of α = β =
√
n/4,

the MSE is minimized and does not depend on p.

The MSE of the resulting Empirical Bayes estimator p̂B =
X+
√
n/4

n+
√
n

then becomes:

E[(p̂B − p)2] =
n

4(n+
√
n)2

The frequentist (MLE) estimator of p is p̂ = X/n. The MSE is:

E[(X/n− p)2] = Var(X/n) + (E[X/n]− p)2 =
p(1− p)

n
+ 0

Comparing the two MSEs, the Bayes estimator does better for an intermediate range
of p and when n is small.

Is this surprising? The Bayes estimator is more flexible, and has more parameters
that one can tune to optimize the MSE. Essentially, we are considering a distri-
bution over distributions, and in this sense, the estimator is more robust. The
Bayes estimator p̂B doesn’t just estimate Binomial(n, p), but Binomial(n, p) over
p ∼ π(α, β).

4.3. Markov Chain Monte Carlo (MCMC)

Often the posterior density has no closed form. If the posterior density is univariate,
then we can use probability integral transform to sample from this posterior density.
More generally, the posterior density will be multivariate. The most common way
to sample from a multivariate density is to use the MCMC (Markov Chain Monte
Carlo) method.

Essentially, the heavy-lifting in Bayesian analysis is sampling, while the heavy-lifting
in frequentist analysis is optimization.
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